**AWS CLI commands EC2**

aws ec2 describe-instances

aws ec2 start-instances --instance-ids i-dddddd70

aws ec2 stop-instances --instance-ids i-5c8282ed

aws ec2 terminate-instances --dry-run --instance-ids i-dddddd70

aws ec2 create-tags --resources i-dddddd70 --tags Key=Department,Value=Finance

aws ec2 describe-volumes

aws ec2 attach-volume --volume-id vol-1d5cc8cc --instance-id i-dddddd70 --device /dev/sdh

aws ec2 run-instances --dry-run --image-id ami-08111162 --count 1 --instance-type t1.micro --key-name MyKeyPair --security-groups my-ami-security-group

aws ec2 reboot-instances --instance-ids i-dddddd70

aws ec2 modify-instance-attribute --instance-id i-44a44ac3 --instance-type "{\"Value\": \"m1.small\"}"

aws ec2 create-image --instance-id i-44a44ac3 --name "Dev AMI" --description "AMI for development server"

aws ec2 describe-images --image-ids ami-2d574747

aws ec2 deregister-image --image-id ami-2d574747 && aws ec2 delete-snapshot --snapshot-id snap-4e665454

aws ec2 delete-snapshot --snapshot-id snap-4e665454

aws ec2 modify-instance-attribute --instance-id i-44a44ac3 --disable-api-termination

aws ec2 modify-instance-attribute --instance-id i-44a44ac3 --no-disable-api-termination

aws ec2 get-console-output --instance-id i-44a44ac3

aws ec2 monitor-instances --instance-ids i-44a44ac3

aws ec2 unmonitor-instances --instance-ids i-44a44ac3

aws ec2 describe-key-pairs

aws ec2 create-key-pair --key-name dev-servers

aws ec2 delete-key-pair --key-name dev-servers

Custom network creation by aws cli

**Step 1: Create a VPC**

aws ec2 create-vpc --cidr-block 10.0.0.0/16

aws ec2 create-vpc --cidr-block 10.0.0.0/16 --tag-specifications ResourceType=vpc,Tags=[{Key=Name,Value=MyVpc}]

**Step 2: Create Subnets**

**Public Subnet:**

aws ec2 create-subnet --vpc-id <vpc-id> --cidr-block 10.0.1.0/24 --availability-zone <your-az>

aws ec2 create-subnet --vpc-id vpc-0e32a25b35be1c30c --cidr-block 10.0.1.0/24 --availability-zone us-east-1a

**Private Subnet:**

aws ec2 create-subnet --vpc-id <vpc-id> --cidr-block 10.0.2.0/24 --availability-zone <your-az>

aws ec2 create-subnet --vpc-id vpc-0e32a25b35be1c30c --cidr-block 10.0.2.0/24 --availability-zone us-east-1b

**Step 3: Create an Internet Gateway**

aws ec2 create-internet-gateway

**Attach the internet gateway to your VPC:**

aws ec2 attach-internet-gateway --vpc-id <vpc-id> --internet-gateway-id <igw-id>

aws ec2 attach-internet-gateway --vpc-id vpc-0e32a25b35be1c30c --internet-gateway-id igw-09a1437690fc22b8e

**Step 4: Create a Route Table**

aws ec2 create-route-table --vpc-id <vpc-id>

aws ec2 create-route-table --vpc-id vpc-0e32a25b35be1c30c

**Add a route to the internet:**

aws ec2 create-route --route-table-id <route-table-id> --destination-cidr-block 0.0.0.0/0 --gateway-id <igw-id>

aws ec2 create-route --route-table-id rtb-0d79302084ed2dd6c --destination-cidr-block 0.0.0.0/0 --gateway-id igw-09a1437690fc22b8e

**Step 5: Associate Route Table with the Public Subnet**

aws ec2 associate-route-table --subnet-id <public-subnet-id> --route-table-id <route-table-id>

aws ec2 associate-route-table --subnet-id subnet-01c86a193dc5881cc --route-table-id rtb-0d79302084ed2dd6c

**Step 6: Modify Subnet Attributes**

aws ec2 modify-subnet-attribute --subnet-id <public-subnet-id> --map-public-ip-on-launch

aws ec2 modify-subnet-attribute --subnet-id subnet-01c86a193dc5881cc --map-public-ip-on-launch

**Step 7: Create Security Group**

aws ec2 create-security-group --group-name MySecurityGroup --description "My security group" --vpc-id <vpc-id>

aws ec2 create-security-group --group-name MySecurityGroup --description "My security group" --vpc-id vpc-0e32a25b35be1c30c

**Step 8: Add Inbound Rules to Security Group**

aws ec2 authorize-security-group-ingress --group-id <sg-id> --protocol tcp --port 80 --cidr 0.0.0.0/0

aws ec2 authorize-security-group-ingress --group-id sg-0dfe306ddeaf533de --protocol tcp --port 80 --cidr 0.0.0.0/0

**1. View Current Status of an Instance**

The following “aws ec2 describe-instances” will display detailed information about all instances that are managed by you. The output will be in JSON format.

aws ec2 describe-instances

If you have way too many instances, you can use the filter option to view a specific instance.

The following will display only the instance which has the “Name” tag set as “dev-server”.

# aws ec2 describe-instances --filter Name=tag:Name,Values=dev-server

..

..

"State": {

"Code": 80,

"Name": "stopped"

},

..

..

"InstanceId": "i-e5888e46",

..

From the above output, we can see that this instance is currently “stopped” and is not running.

2. Start an Instance

The following “aws ec2 start-instances” command will start the instance that is specified in the –instance-ids field.

This will also display the current state and the previous state of the instance in the output. As you see from the following output, previously this instance was “stopped” and now it is in “pending” state and will be started soon.

# aws ec2 start-instances --instance-ids i-dddddd70

{

"StartingInstances": [

{

"InstanceId": "i-dddddd70",

"CurrentState": {

"Code": 0,

"Name": "pending"

},

"PreviousState": {

"Code": 80,

"Name": "stopped"

}

}

]

}

If you want to start multiple instances using a single command, provide all the instance ids at the end as shown below.

aws ec2 start-instances --instance-ids i-5c8282ed i-44a44ac3

3. Stop an Instance

The following “aws ec2 stop-instances” command will stop the instance that is specified in the –instance-ids field.

As you see from the output, previously this particular instance was in “running” state and currently it is in “stopping” state and will be stopped very soon.

# aws ec2 stop-instances --instance-ids i-5c8282ed

{

"StoppingInstances": [

{

"InstanceId": "i-5c8282ed",

"CurrentState": {

"Code": 64,

"Name": "stopping"

},

"PreviousState": {

"Code": 16,

"Name": "running"

}

}

]

}

The following are the possible state name and state code for an instance:

* 0 is for pending
* 16 is for running
* 32 is for shutting-down
* 48 is for terminated
* 64 is for stopping
* 80 is for stopped

If you execute the above command on an instance that is already stopped, you’ll see both the previous state and the current state as stopped.

To stop multiple instances together, specify one or more instances ids as shown below.

aws ec2 stop-instances --instance-ids i-5c8282ed i-e5888e46

You can also force an instance to stop. This will not give the system an opportunity to flush the filesystem level cache. Use this only when you know exactly what you are doing.

aws ec2 stop-instances --force --instance-ids i-dddddd70

4. Terminate an Instance

The following “aws ec2 terminate-instances” command will terminate the instance that is specified in the –instance-ids field.

As you see from the output, previously this particular instance was in “stopped” state and it is not in “terminated” state.

Be very careful when you are terminating an instance, as you can’t get your instance back once it is terminated. Terminate is not same as stop.

# aws ec2 terminate-instances --instance-ids i-44a44ac3

{

"TerminatingInstances": [

{

"InstanceId": "i-44a44ac3",

"CurrentState": {

"Code": 48,

"Name": "terminated"

},

"PreviousState": {

"Code": 80,

"Name": "stopped"

}

}

]

}

5. Add Name Tag to an Instance

The following “aws ec2 create-tags” command will add a new tag to the specified instance.

In this example, we are adding a tag with Key as “Department”, and it’s Value as “Finance”

aws ec2 create-tags --resources i-dddddd70 --tags Key=Department,Value=Finance

Now you’ll see that the new Tag has been added.

# aws ec2 describe-instances

..

"Tags": [

{

"Value": "Finance",

"Key": "Department"

},

{

"Value": "dev-server",

"Key": "Name"

}

],

..

You can also verify the TAG from the AWS Management Console GUI as shown below.

![AWS EC2 Instance Tag](data:image/png;base64,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)

6. Add Storage (Block Device) to an Instance

First, use the following command to get a list of all block device volumes that are available for you. Look for those volumes that has the State as “available”

aws ec2 describe-volumes

..

{

"AvailabilityZone": "us-east-1b",

"Attachments": [],

"Encrypted": false,

"VolumeType": "standard",

"VolumeId": "vol-1d5cc8cc",

"State": "available",

"SnapshotId": "",

"CreateTime": "2016-04-17T15:08:40.469Z",

"Size": 1

}

..

From the above, get the VolumeId, and use that in the following “aws ec2 attach-volume” command to attach that volume to a particular instance.

In the following command, you should also specify the –device option, which will be the the disk name that will be used at the OS level for this particular volume.

In this example, this volume will be attached as “/dev/sdh” disk.

# aws ec2 attach-volume --volume-id vol-1d5cc8cc --instance-id i-dddddd70 --device /dev/sdh

{

"AttachTime": "2016-04-17T15:14:10.144Z",

"InstanceId": "i-dddddd70",

"VolumeId": "vol-1d5cc8cc",

"State": "attaching",

"Device": "/dev/sdh"

}

Note: When you attach a volume to an instance from the AWS management console, by default it will automatically populate the device. But in the AWS EC2 CLI, you have to specify the device name as shown below.

After attaching the device, you’ll notice that the state changed from “available” to “attached” for this particular volume.

# aws ec2 describe-volumes

..

"Attachments": [

{

"AttachTime": "2016-04-17T15:14:10.000Z",

"InstanceId": "i-dddddd70",

"VolumeId": "vol-1d5cc8cc",

"State": "attached",

..

7. Launch a New EC2 Instance

The following command will create a new AWS EC2 instance for you.

This is equivalent to the “Launch Instance” that you’ll perform the AWS management console.

To launch an instance, use “aws ec2 run-instances” command as shown below.

# aws ec2 run-instances --image-id ami-22111148 --count 1 --instance-type t1.micro --key-name stage-key --security-groups my-aws-security-group

In the above command:

* –image-id Specify the image id for the AMI that you want to launch. You can browse the AWS marketplace and choose the correct image that is required for your project.
* –count Specify the number of instance that you want to launch from this image. In this case, we are creating only one new instance.
* –instance-type In this example, I’m launching this instance as a t1.micro type, which doesn’t use have CPU and RAM.
* –key-name Specify the name of the key pair that you want to use this with system. You should create your own key pair before launching your instance.
* –security-groups Specify the name of the security groups. You should create a security group with appropriate firewall rules that are required for your project.

The following is a sample full output of the above command, which display all the information about the newly launched instance.

{

"OwnerId": "353535354545",

"ReservationId": "r-d6668103",

"Groups": [

{

"GroupName": "my-aws-security-group",

"GroupId": "sg-6cbebe01"

}

],

"Instances": [

{

"Monitoring": {

"State": "disabled"

},

"PublicDnsName": "",

"KernelId": "aki-91afcaf8",

"State": {

"Code": 0,

"Name": "pending"

},

"EbsOptimized": false,

"LaunchTime": "2016-04-17T19:13:56.000Z",

"ProductCodes": [],

"StateTransitionReason": "",

"InstanceId": "i-44a44ac3",

"ImageId": "ami-22111148",

"PrivateDnsName": "",

"KeyName": "stage-key",

"SecurityGroups": [

{

"GroupName": "my-aws-security-group",

"GroupId": "sg-6cbebe01"

}

],

"ClientToken": "",

"InstanceType": "t1.micro",

"NetworkInterfaces": [],

"Placement": {

"Tenancy": "default",

"GroupName": "",

"AvailabilityZone": "us-east-1c"

},

"Hypervisor": "xen",

"BlockDeviceMappings": [],

"Architecture": "x86\_64",

"StateReason": {

"Message": "pending",

"Code": "pending"

},

"RootDeviceName": "/dev/sda1",

"VirtualizationType": "paravirtual",

"RootDeviceType": "ebs",

"AmiLaunchIndex": 0

}

]

}

If you get the following error message, then the instance type you’ve selected is not supported for this AMI. Change the instance type and try again.

# aws ec2 run-instances --dry-run --image-id ami-08111162 --count 1 --instance-type t1.micro --key-name MyKeyPair

A client error (InvalidParameterCombination) occurred when calling the RunInstances operation: Non-Windows instances with a virtualization type of 'hvm' are currently not supported for this instance type.

The following are additional parameters that you can pass with the “aws ec2run-instances” command

* –subnet-id Use the appropriate subnet id to launch a EC2 VPC instance
* –block-device-mappings file://mymap.json In this JSON file you can specify the volumes that you want to attach to the instance that you want to launch
* –user-data file://myuserdata.txt In this text file you can specify the userdata that need to be executed when the EC2 instance is launched
* –iam-instance-profile Name=myprofile You can also specify your IAM profile that you want to use while launching the instance

8. Reboot an Instance (and General Options)

To reboot an instance, use “aws ec2 reboot-instances” command as shown below.

aws ec2 reboot-instances --instance-ids i-dddddd70

The are few options that you can use pretty much with most of the AWS EC2 cli commands.

For example, you can use “–dry-run” option pretty much with all the AWS EC2 cli command. As the name suggests, it will not really execute the command. This will only perform a dry-run and display all possible error messages without really doing anything.

For example, the following is a dry-run operation when you want to stop an instance.

# aws ec2 stop-instances --dry-run --instance-ids i-dddddd70

A client error (DryRunOperation) occurred when calling the StopInstances operation: Request would have succeeded, but DryRun flag is set.

When you are performing a dry-run the following are the two possible errors:

* If you have appropriate permission, it will display “DryRunOperation” error, and any other real error message that are related to that specific command that you are executing.
* If you don’t have permission to execute that particular command, it will display “UnauthorizedOperation” error

You can also specify the input to the AWS EC2 cli in JSON format using the –cli-input-json option as shown below.

If you don’t know exactly what kind of information needs to passed for a particular EC2 command in JSON format, you can use –generate-cli-skeleton as shown below. Once you have the JSON output, modify the appropriate values, and use it as an input to –cli-input-json option.

The following is an example JSON file that can be used as an input to AWS EC2 CLI command.

# cat stop.json

{

"DryRun": true,

"InstanceIds": [

"i-dddddd70"

],

"Force": true

}

In the following example, we are using the above stop.json file as an value for the –client-input-json option as shown below. Don’t forget to give “file://”

aws ec2 stop-instances --cli-input-json file://stop.json

9. Change Instance Type

Before changing: In this example, the following instance is of type t1.micro

# aws ec2 describe-instances

..

"InstanceId": "i-44a44ac3",

..

"InstanceType": "t1.micro",

You can change the above instance to a different instance type.

For that, first stop the instance. Without stopping you cannot change the instance type.

aws ec2 stop-instances --instance-ids i-44a44ac3

The following “aws ec2 modify-instance-attribute” is used to change the instance type. In this example, we are changing the instance type to “m1.small”

aws ec2 modify-instance-attribute --instance-id i-44a44ac3 --instance-type "{\"Value\": \"m1.small\"}"

After changing, the following is the instance type.

# aws ec2 describe-instances

..

"InstanceId": "i-44a44ac3",

..

"InstanceType": "m1.small",

If an instance type is not supported for your particular image, you’ll get the following error message. In this example, t2.nano is not supported for this particular image.

# aws ec2 modify-instance-attribute --instance-id i-44a44ac3 --instance-type "{\"Value\": \"t2.nano\"}"

A client error (InvalidParameterCombination) occurred when calling the ModifyInstanceAttribute operation: Virtualization type 'hvm' is required for instances of type 't2.nano'. Ensure that you are using an AMI with virtualization type 'hvm'.

10. Create a New Image

From your particular instance that is running with all the configuration changes that you’ve done so far, you can create a new image using the following “aws ec2 create-image” command.

# aws ec2 create-image --instance-id i-44a44ac3 --name "Dev AMI" --description "AMI for development server"

{

"ImageId": "ami-2d574747"

}

This is helpful when you want to launch new instance based on this new image that you created which has your changes in it.

Use the following “aws ec2 describe-images” command to view the details of the new image that you’ve just created.

# aws ec2 describe-images --image-ids ami-2d574747

{

"Images": [

{

"VirtualizationType": "paravirtual",

"Name": "Dev AMI",

"Hypervisor": "xen",

"ImageId": "ami-2d574747",

"RootDeviceType": "ebs",

"State": "available",

"BlockDeviceMappings": [

{

"DeviceName": "/dev/sda1",

"Ebs": {

"DeleteOnTermination": true,

"SnapshotId": "snap-4e665454",

"VolumeSize": 8,

"VolumeType": "standard",

"Encrypted": false

}

}

],

"Architecture": "x86\_64",

"ImageLocation": "353535354545/Dev AMI",

"KernelId": "aki-91afcaf8",

"OwnerId": "353535354545",

"RootDeviceName": "/dev/sda1",

"CreationDate": "2016-04-17T19:57:57.000Z",

"Public": false,

"ImageType": "machine",

"Description": "AMI for development server"

}

]

}

11. Delete an Image

When you create an image, it also creates a snapshot.

So, when you are deleting your image you have to do two things.

First, use the “aws ec2 deregister-image” command to dereigser the Image.

aws ec2 deregister-image --image-id ami-2d574747

Next, use the “aws ec2 delete-snapshot” command to delete the snapshot that is associated with your image.

aws ec2 delete-snapshot --snapshot-id snap-4e665454

12. Enable Instance Termination Protection

It is very easy to delete an running instance by mistake when you execute the terminate command by mistake (Either from UI or from command line).

By default termination protection is turned off. This means that you can delete your instance by mistake.

To enable termination protection for your instance, use the “aws ec2 modify-instance-attribute” command, and pass the “–disable-api-termination” option as shown below.

aws ec2 modify-instance-attribute --instance-id i-44a44ac3 --disable-api-termination

Later if you want to disable the termination protection, execute the following command.

aws ec2 modify-instance-attribute --instance-id i-44a44ac3 --no-disable-api-termination

13. Get System Log (View Console Output)

Since you don’t have a physical access to the console for the instances that are running on AWS EC2, use the following command.

This “aws ec2 get-console-output” command will display whatever was sent to the system console for your particular instance.

aws ec2 get-console-output --instance-id i-44a44ac3

This is very helpful when you are debugging some issues on your system.

14. Enable Cloudwatch Monitoring for an Instance

The following “aws ec2 monitor-instances” command will enable advanced cloudwatch monitoring provided by AWS to your specified instance.

# aws ec2 monitor-instances --instance-ids i-44a44ac3

{

"InstanceMonitorings": [

{

"InstanceId": "i-44a44ac3",

"Monitoring": {

"State": "enabled"

}

}

]

}

Since there are some cost associated with the monitoring of instance, you may want to enable monitoring temporarily when you are debugging some issue, and later you can disable the montiroing using the following command.

# aws ec2 unmonitor-instances --instance-ids i-44a44ac3

{

"InstanceMonitorings": [

{

"InstanceId": "i-44a44ac3",

"Monitoring": {

"State": "disabled"

}

}

]

}

15. AWS EC2 Key Pairs

The following “aws ec2 describe-key-pairs” command will display all keypairs that you’ve created so far in AWS.

# aws ec2 describe-key-pairs

{

"KeyPairs": [

{

"KeyName": "prod-key",

"KeyFingerprint": "61:7c:f1:13:53:b0:3a:01:dd:dd:6c:90"

},

{

"KeyName": "stage-key",

"KeyFingerprint": "41:6c:d1:23:a3:c0:2a:0a:dc:db:60:4c"

}

]

}

To create a new Keypair use the following “aws ec2 create-key-pair” command. In this example, I’m creating a key pair with name “dev-servers”. I’ll be using this key-pair for all my dev instances.

# aws ec2 create-key-pair --key-name dev-servers

{

"KeyName": "dev-servers",

"KeyMaterial": "-----BEGIN RSA PRIVATE KEY-----\n

dYXbKYMRlI59J5XKyPgC/67GL8\nXg

....

n-----END RSA PRIVATE KEY-----",

"KeyFingerprint": "3d:c2:c8:7f:d2:ee:1d:66"

}

If you have created a keypair by mistake, use the following command to delete it.

# aws ec2 delete-key-pair --key-name dev-servers

**AWS S3 CLI commands**

# s3 make bucket (create bucket)

aws s3 mb s3://tgsbucket --region us-west-2

# s3 remove bucket

aws s3 rb s3://tgsbucket

aws s3 rb s3://tgsbucket --force

# s3 ls commands

aws s3 ls

aws s3 ls s3://tgsbucket

aws s3 ls s3://tgsbucket --recursive

aws s3 ls s3://tgsbucket --recursive --human-readable --summarize

# s3 cp commands

aws s3 cp getdata.php s3://tgsbucket

aws s3 cp /local/dir/data s3://tgsbucket --recursive

aws s3 cp s3://tgsbucket/getdata.php /local/dir/data

aws s3 cp s3://tgsbucket/ /local/dir/data --recursive

aws s3 cp s3://tgsbucket/init.xml s3://backup-bucket

aws s3 cp s3://tgsbucket s3://backup-bucket --recursive

# s3 mv commands

aws s3 mv source.json s3://tgsbucket

aws s3 mv s3://tgsbucket/getdata.php /home/project

aws s3 mv s3://tgsbucket/source.json s3://backup-bucket

aws s3 mv /local/dir/data s3://tgsbucket/data --recursive

aws s3 mv s3://tgsbucket s3://backup-bucket --recursive

# s3 rm commands

aws s3 rm s3://tgsbucket/queries.txt

aws s3 rm s3://tgsbucket --recursive

# s3 sync commands

aws s3 sync backup s3://tgsbucket

aws s3 sync s3://tgsbucket/backup /tmp/backup

aws s3 sync s3://tgsbucket s3://backup-bucket

# s3 bucket website

aws s3 website s3://tgsbucket/ --index-document index.html --error-document error.html

# s3 presign url (default 3600 seconds)

aws s3 presign s3://tgsbucket/dnsrecords.txt

aws s3 presign s3://tgsbucket/dnsrecords.txt --expires-in 60

1. Create New S3 Bucket

Use mb option for this. mb stands for Make Bucket.

The following will create a new S3 bucket

$ aws s3 mb s3://tgsbucket

make\_bucket: tgsbucket

In the above example, the bucket is created in the us-east-1 region, as that is what is specified in the user’s config file as shown below.

$ cat ~/.aws/config

[profile ramesh]

region = us-east-1

To setup your config file properly, use aws configure command as explained here: [15 AWS Configure Command Examples to Manage Multiple Profiles for CLI](https://www.thegeekstuff.com/2019/03/aws-configure-examples/)

If the bucket already exists, and you own the bucket, you’ll get the following error message.

$ aws s3 mb s3://tgsbucket

make\_bucket failed: s3://tgsbucket An error occurred (BucketAlreadyOwnedByYou) when calling the CreateBucket operation: Your previous request to create the named bucket succeeded and you already own it.

If the bucket already exists, but owned by some other user, you’ll get the following error message.

$ aws s3 mb s3://paloalto

make\_bucket failed: s3://paloalto An error occurred (BucketAlreadyExists) when calling the CreateBucket operation: The requested bucket name is not available. The bucket namespace is shared by all users of the system. Please select a different name and try again.

Under some situation, you might also get the following error message.

$ aws s3 mb s3://demo-bucket

make\_bucket failed: s3://demo-bucket An error occurred (IllegalLocationConstraintException) when calling the CreateBucket operation: The unspecified location constraint is incompatible for the region specific endpoint this request was sent to.

2. Create New S3 Bucket – Different Region

To create a bucket in a specific region (different than the one from your config file), then use the –region option as shown below.

$ aws s3 mb s3://tgsbucket --region us-west-2

make\_bucket: tgsbucket

3. Delete S3 Bucket (That is empty)

Use rb option for this. rb stands for remove bucket.

The following deletes the given bucket.

$ aws s3 rb s3://tgsbucket

remove\_bucket: tgsbucket

If the bucket you are trying to delete doesn’t exists, you’ll get the following error message.

$ aws s3 rb s3://tgsbucket1

remove\_bucket failed: s3://tgsbucket1 An error occurred (NoSuchBucket) when calling the DeleteBucket operation: The specified bucket does not exist

4. Delete S3 Bucket (And all its objects)

If the bucket contains some object, you’ll get the following error message:

$ aws s3 rb s3://tgsbucket

remove\_bucket failed: s3://tgsbucket An error occurred (BucketNotEmpty) when calling the DeleteBucket operation: The bucket you tried to delete is not empty

To delete a bucket along with all its objects, use the –force option as shown below.

$ aws s3 rb s3://tgsbucket --force

delete: s3://tgsbucket/demo/getdata.php

delete: s3://tgsbucket/ipallow.txt

delete: s3://tgsbucket/demo/servers.txt

delete: s3://tgsbucket/demo/

remove\_bucket: tgsbucket

5. List All S3 Buckets

To view all the buckets owned by the user, execute the following ls command.

$ aws s3 ls

2019-02-06 11:38:55 tgsbucket

2018-12-18 18:02:27 etclinux

2018-12-08 18:05:15 readynas

..

..

In the above output, the timestamp is the date the bucket was created. The timezone was adjusted to be displayed to your laptop’s timezone.

The following command is same as the above:

aws s3 ls s3://

6. List All Objects in a Bucket

The following command displays all objects and prefixes under the tgsbucket.

$ aws s3 ls s3://tgsbucket

PRE config/

PRE data/

2019-04-07 11:38:20 13 getdata.php

2019-04-07 11:38:20 2546 ipallow.php

2019-04-07 11:38:20 9 license.php

2019-04-07 11:38:20 3677 servers.txt

In the above output:

* Inside the tgsbucket, there are two folders config and data (indicated by PRE)
* PRE stands for Prefix of an S3 object.
* Inside the tgsbucket, we have 4 files at the / level
* The timestamp is when the file was created
* The 2nd column display the size of the S3 object

Note: The above output doesn’t display the content of sub-folders config and data

7. List all Objects in a Bucket Recursively

To display all the objects recursively including the content of the sub-folders, execute the following command.

$ aws s3 ls s3://tgsbucket --recursive

2019-04-07 11:38:19 2777 config/init.xml

2019-04-07 11:38:20 52 config/support.txt

2019-04-07 11:38:20 1758 data/database.txt

2019-04-07 11:38:20 13 getdata.php

2019-04-07 11:38:20 2546 ipallow.php

2019-04-07 11:38:20 9 license.php

2019-04-07 11:38:20 3677 servers.txt

Note: When you are listing all the files, notice how there is no PRE indicator in the 2nd column for the folders.

8. Total Size of All Objects in a S3 Bucket

You can identify the total size of all the files in your S3 bucket by using the combination of following three options: recursive, human-readable, summarize

Note: The following displays both total file size in the S3 bucket, and the total number of files in the s3 bucket

$ aws s3 ls s3://tgsbucket --recursive --human-readable --summarize

2019-04-07 11:38:19 2.7 KiB config/init.xml

2019-04-07 11:38:20 52 Bytes config/support.txt

2019-04-07 11:38:20 1.7 KiB data/database.txt

2019-04-07 11:38:20 13 Bytes getdata.php

2019-04-07 11:38:20 2.5 KiB ipallow.php

2019-04-07 11:38:20 9 Bytes license.php

2019-04-07 11:38:20 3.6 KiB servers.txt

Total Objects: 7

Total Size: 10.6 KiB

In the above output:

* recursive option make sure that it displays all the files in the s3 bucket including sub-folders
* human-readable displays the size of the file in readable format. Possible values you’ll see in the 2nd column for the size are: Bytes/MiB/KiB/GiB/TiB/PiB/EiB
* summarize options make sure to display the last two lines in the above output. This indicates the total number of objects in the S3 bucket and the total size of all those objects

9. Request Payer Listing

If a specific bucket is configured as requester pays buckets, then if you are accessing objects in that bucket, you understand that you are responsible for the payment of that request access. In this case, bucket owner doesn’t have to pay for the access.

To indicate this in your ls command, you’ll have to specify –request-payer option as shown below.

$ aws s3 ls s3://tgsbucket --recursive --request-payer requester

2019-04-07 11:38:19 2777 config/init.xml

2019-04-07 11:38:20 52 config/support.txt

2019-04-07 11:38:20 1758 data/database.txt

2019-04-07 11:38:20 13 getdata.php

2019-04-07 11:38:20 2546 ipallow.php

2019-04-07 11:38:20 9 license.php

2019-04-07 11:38:20 3677 servers.txt

For signed URL, make sure to include x-amz-request-payer=requester in the request

**10. Copy Local File to S3 Bucket**

In the following example, we are copying getdata.php file from local laptop to S3 bucket.

$ aws s3 cp getdata.php s3://tgsbucket

upload: ./getdata.php to s3://tgsbucket/getdata.php

If you want to copy the getdata.php to a S3 bucket with a different name, do the following

$ aws s3 cp getdata.php s3://tgsbucket/getdata-new.php

upload: ./getdata.php to s3://tgsbucket/getdata-new.php

For the local file, you can also specify the full path as shown below.

$ aws s3 cp /home/project/getdata.php s3://tgsbucket

upload: ../../home/project/getdata.php to s3://tgsbucket/getdata.php

11. Copy Local Folder with all Files to S3 Bucket

In this example, we are copying all the files from the “data” folder that is under /home/projects directory to S3 bucket

$ cd /home/projects

$ aws s3 cp data s3://tgsbucket --recursive

upload: data/parameters.txt to s3://tgsbucket/parameters.txt

upload: data/common.txt to s3://tgsbucket/common.txt

..

In the above example, note that only the files from the local data/ folder is getting uploaded. Not the folder “data” itself

If you like to upload the data folder from local to s3 bucket as data folder, then specify the folder name after the bucket name as shown below.

$ aws s3 cp data s3://tgsbucket/data --recursive

upload: data/parameters.txt to s3://tgsbucket/data/parameters.txt

upload: data/common.txt to s3://tgsbucket/data/common.txt

..

..

12. Download a File from S3 Bucket

To download a specific file from an S3 bucket do the following. The following copies getdata.php from the given s3 bucket to the current directory.

$ aws s3 cp s3://tgsbucket/getdata.php .

download: s3://tgsbucket/getdata.php to ./getdata.php

You can download the file to the local machine with in a different name as shown below.

$ aws s3 cp s3://tgsbucket/getdata.php getdata-local.php

download: s3://tgsbucket/getdata.php to ./getdata-local.php

Download the file from S3 bucket to a specific folder in local machine as shown below. The following will download getdata.php file to /home/project folder on local machine.

$ aws s3 cp s3://tgsbucket/getdata.php /home/project/

download: s3://tgsbucket/getdata.php to ../../home/project/getdata.php

13. Download All Files Recursively from a S3 Bucket (Using Copy)

The following will download all the files from the given bucket to the current directory on your laptop.

$ aws s3 cp s3://tgsbucket/ . --recursive

download: s3://tgsbucket/getdata.php to ./getdata.php

download: s3://tgsbucket/config/init.xml ./config/init.xml

..

If you want to download all the files from a S3 bucket to a specific folder locally, please specify the full path of the local directory as shown below.

$ aws s3 cp s3://tgsbucket/ /home/projects/tgsbucket --recursive

download: s3://tgsbucket/getdata.php to ../../home/projects/tgsbucket/getdata.php

download: s3://tgsbucket/config/init.xml to ../../home/projects/tgsbucket/config/init.xml

..

In the above command, if the tgsbucket folder doesn’t exists under /home/projects, it will create it automatically.

14. Copy a File from One Bucket to Another Bucket

The following command will copy the config/init.xml from tgsbucket to backup bucket as shown below.

$ aws s3 cp s3://tgsbucket/config/init.xml s3://backup-bucket

copy: s3://tgsbucket/config/init.xml to s3://backup-bucket/init.xml

In the above example, eventhough init.xml file was under config folder in the source bucket, on the destination bucket, it copied the init.xml file to the top-level / in the backup-bucket.

If you want to copy the same folder from source and destination along with the file, specify the folder name in the desintation bucketas shown below.

$ aws s3 cp s3://tgsbucket/config/init.xml s3://backup-bucket/config

copy: s3://tgsbucket/config/init.xml to s3://backup-bucket/config/init.xml

If the destination bucket doesn’t exist, you’ll get the following error message.

$ aws s3 cp s3://tgsbucket/test.txt s3://backup-bucket-777

copy failed: s3://tgsbucket/test.txt to s3://backup-bucket-777/test.txt An error occurred (NoSuchBucket) when calling the CopyObject operation: The specified bucket does not exist

15. Copy All Files Recursively from One Bucket to Another

The following will copy all the files from the source bucket including files under sub-folders to the destination bucket.

$ aws s3 cp s3://tgsbucket s3://backup-bucket --recursive

copy: s3://tgsbucket/getdata.php to s3://backup-bucket/getdata.php

copy: s3://tgsbucket/config/init.xml s3://backup-bucket/config/init.xml

..

16. Move a File from Local to S3 Bucket

When you move file from Local machine to S3 bucket, as you would expect, the file will be physically moved from local machine to the S3 bucket.

$ ls -l source.json

-rw-r--r-- 1 ramesh sysadmin 1404 Apr 2 13:25 source.json

$ aws s3 mv source.json s3://tgsbucket

move: ./source.json to s3://tgsbucket/source.json

As you see the file doesn’t exists on the local machine after the move. Its only on S3 bucket now.

$ ls -l source.json

ls: source.json: No such file or directory

17. Move a File from S3 Bucket to Local

The following is reverse of the previou example. Here, the file will be moved from S3 bucket to local machine.

As you see below, the file now exists on the s3 bucket.

$ aws s3 ls s3://tgsbucket/getdata.php

2019-04-06 06:24:29 1758 getdata.php

Move the file from S3 bucket to /home/project directory on local machine.

$ aws s3 mv s3://tgsbucket/getdata.php /home/project

move: s3://tgsbucket/getdata.php to ../../../home/project/getdata.php

After the move, the file doesn’t exists on S3 bucketanymore.

$ aws s3 ls s3://tgsbucket/getdata.php

18. Move a File from One S3 Bucket to Another S3 Bucket

Before the move, the file source.json is in tgsbucket.

$ aws s3 ls s3://tgsbucket/source.json

2019-04-06 06:51:39 1404 source.json

This file is not in backup-bucket.

$ aws s3 ls s3://backup-bucket/source.json

$

Move the file from tgsbucketto backup-bucket.

$ aws s3 mv s3://tgsbucket/source.json s3://backup-bucket

move: s3://tgsbucket/source.json to s3://backup-bucket/source.json

Now, the file is only on the backup-bucket.

$ aws s3 ls s3://tgsbucket/source.json

$

$ aws s3 ls s3://backup-bucket/source.json

2019-04-06 06:56:00 1404 source.json

19. Move All Files from a Local Folder to S3 Bucket

In this example, the following files are under data folder.

$ ls -1 data

dnsrecords.txt

parameters.txt

dev-setup.txt

error.txt

The following moves all the files in the data directory on local machine to tgsbucket

$ aws s3 mv data s3://tgsbucket/data --recursive

move: data/dnsrecords.txt to s3://tgsbucket/data/dnsrecords.txt

move: data/parameters.txt to s3://tgsbucket/data/parameters.txt

move: data/dev-setup.txt to s3://tgsbucket/data/dev-setup.txt

move: data/error.txt to s3://tgsbucket/data/error.txt

20. Move All Files from S3 Bucket to Local Folder

In this example, the localdata folder is currently empty.

$ ls -1 localdata

$

The following will move all the files in the S3 bucketunder data folder to localdata folder on your local machine.

$ aws s3 mv s3://tgsbucket/data/ localdata --recursive

move: s3://tgsbucket/data/dnsrecords.txt to localdata/dnsrecords.txt

move: s3://tgsbucket/data/parameters.txt to localdata/parameters.txt

move: s3://tgsbucket/data/dev-setup.txt to localdata/dev-setup.txt

move: s3://tgsbucket/data/error.txt to localdata/error.txt

Here is the output after the above move.

$ aws s3 ls s3://tgsbucket/data/

$

$ ls -1 localdata

dnsrecords.txt

parameters.txt

dev-setup.txt

error.txt

21. Move All Files from One S3 Bucket to Another S3 Bucket

Use the recursive option to move all files from one bucket to another as shown below.

$ aws s3 mv s3://tgsbucket s3://backup-bucket --recursive

move: s3://tgsbucket/dev-setup.txt to s3://backup-bucket/dev-setup.txt

move: s3://tgsbucket/dnsrecords.txt to s3://backup-bucket/dnsrecords.txt

move: s3://tgsbucket/error.txt to s3://backup-bucket/error.txt

move: s3://tgsbucket/parameters.txt to s3://backup-bucket/parameters.txt

22. Delete a File from S3 Bucket

To delete a specific file from a S3 bucket, use the rm option as shown below. The following will delete the queries.txt file from the given S3 bucket.

$ aws s3 rm s3://tgsbucket/queries.txt

delete: s3://tgsbucket/queries.txt

23. Delete All Objects from S3 buckets

When you specify rm option just with a bucket name, it doesn’t do anything. This will not delete any file from the bucket.

aws s3 rm s3://tgsbucket

To delete all the files from a S3 bucket, use the –recursive option as show nbelow.

$ aws s3 rm s3://tgsbucket --recursive

delete: s3://tgsbucket/dnsrecords.txt

delete: s3://tgsbucket/common.txt

delete: s3://tgsbucket/parameters.txt

delete: s3://tgsbucket/config/init.xml

..

24. Sync files from Laptop to S3 Bucket

When you use sync command, it will recursively copies only the new or updated files from the source directory to the destination.

The following will sync the files from backup directory in local machine to the tgsbucket.

$ aws s3 sync backup s3://tgsbucket

upload: backup/docker.sh to s3://tgsbucket/docker.sh

upload: backup/address.txt to s3://tgsbucket/address.txt

upload: backup/display.py to s3://tgsbucket/display.py

upload: backup/getdata.php to s3://tgsbucket/getdata.php

If you want to sync it to a subfolder called backup on the S3 bucket, then include the folder name in the s3 bucket as shown below.

$ aws s3 sync backup s3://tgsbucket/backup

upload: backup/docker.sh to s3://tgsbucket/backup/docker.sh

upload: backup/address.txt to s3://tgsbucket/backup/address.txt

upload: backup/display.py to s3://tgsbucket/backup/display.py

upload: backup/getdata.php to s3://tgsbucket/backup/getdata.php

Once you do the sync once, if you run the command immediately again, it will not do anything, as there is no new or updated files on the local backup directory.

$ aws s3 sync backup s3://tgsbucket/backup

$

Let us create a new file on the local machine for testing.

echo "New file" > backup/newfile.txt

Now when you execute the sync, it will sync only this new file to the S3 bucket.

$ aws s3 sync backup s3://tgsbucket/backup

upload: backup/newfile.txt to s3://tgsbucket/backup/newfile.txt

25. Sync File from S3 bucket to Local

This is reverse of the previous example. Here, we are syncing the files from the S3 bucket to the local machine.

$ aws s3 sync s3://tgsbucket/backup /tmp/backup

download: s3://tgsbucket/backup/docker.sh to ../../tmp/backup/docker.sh

download: s3://tgsbucket/backup/display.py to ../../tmp/backup/display.py

download: s3://tgsbucket/backup/newfile.txt to ../../tmp/backup/newfile.txt

download: s3://tgsbucket/backup/getdata.php to ../../tmp/backup/getdata.php

download: s3://tgsbucket/backup/address.txt to ../../tmp/backup/address.txt

26. Sync Files from one S3 Bucket to Another S3 Bucket

The following example syncs the files from one tgsbucket to backup-bucket

$ aws s3 sync s3://tgsbucket s3://backup-bucket

copy: s3://tgsbucket/backup/newfile.txt to s3://backup-bucket/backup/newfile.txt

copy: s3://tgsbucket/backup/display.py to s3://backup-bucket/backup/display.py

copy: s3://tgsbucket/backup/docker.sh to s3://backup-bucket/backup/docker.sh

copy: s3://tgsbucket/backup/address.txt to s3://backup-bucket/backup/address.txt

copy: s3://tgsbucket/backup/getdata.php to s3://backup-bucket/backup/getdata.php

27. Set S3 bucket as a website

You can also make S3 bucket to host a static website as shown below. For this, you need to specify both the index and error document.

aws s3 website s3://tgsbucket/ --index-document index.html --error-document error.html

This bucket is in us-east-1 region. So, once you’ve done the above, you can access the tgsbucket as a website using the following URL: http://tgsbucket.s3-website-us-east-1.amazonaws.com/

For this to work properly, make sure public access is set on this S3 bucket, as this acts as a website now.

28. Presign URL of S3 Object for Temporary Access

When you presign a URL for an S3 file, anyone who was given this URL can retrieve the S3 file with a HTTP GET request.

For example, if you want to give access to the dnsrecords.txt file to someone temporarily, presign this specific S3 object as shown below.

$ aws s3 presign s3://tgsbucket/dnsrecords.txt

https://tgsbucket.s3.amazonaws.com/error.txt?AWSAccessKeyId=AAAAAAAAAAAAAAAAAAAA&Expires=1111111111&Signature=ooooooooooo%2Babcdefghijlimmm%3A

The output of the above command will be a HTTPS url, which you can hand it out someone who should be able to download the dnsrecords.txt file from your S3 bucket.

The above URL will be valid by default for 3600 seconds (1 hour).

If you want to specify a short expirty time, use the following expires-in option. The following will create a presigned URL that is valid only for 1 minute.  
–expires-in (integer) Number of seconds until the pre-signed URL expires. Default is 3600 seconds.

$ aws s3 presign s3://tgsbucket/dnsrecords.txt --expires-in 60

https://tgsbucket.s3.amazonaws.com/error.txt?AWSAccessKeyId=AAAAAAAAAAAAAAAAAAAA&Expires=1111

**AWS CLI Commands for IAM**

**1. Create a Group**

aws iam create-group --group-name <group-name>

aws iam create-group --group-name veera

**2. Create a Policy**

**You can create a policy by defining its JSON structure in a file. For example, create a file named policy.json: in cmd working dirictory**

{

"Version": "2012-10-17",

"Statement": [

{

"Effect": "Allow",

"Action": "s3:ListBucket",

"Resource": "\*"

}

]

}

***Then, create the policy with:***

aws iam create-policy --policy-name <policy-name> --policy-document <file://policy.json>

aws iam create-policy --policy-name s3-list-policy --policy-document <file://policy.json>

**3. Attach the Policy to the Group**

**You can find the <policy-arn> from the output of the policy creation or by listing your policies:**

**aws iam list-policies**

aws iam attach-group-policy --group-name <group-name> --policy-arn <policy-arn>

aws iam attach-group-policy --group-name veera --policy-arn arn:aws:iam::123456789012:policy/s3-list-policy

**4. Create a User**

aws iam create-user --user-name <user-name>

aws iam create-user --user-name nareshit

**5. Add User to the Group**

aws iam add-user-to-group --user-name <user-name> --group-name <group-name>

aws iam add-user-to-group --user-name nareshit --group-name veera

**6. Create Access Keys for the User**

aws iam create-access-key --user-name <user-name>

aws iam create-access-key --user-name nareshit